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Natural spoken conversations happen in real-time.
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Aligning Spoken Dialogue Models from User Interactions

Anne Wu, Laurent Mazare, Neil Zeghidour, Alexandre Defossez

e Speech and writing differ in style distribution
 Multi-turn: large number of potentially overlapping “turns”
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- Framework for Aligning a Real-Time, Full-Duplex SDM from Generic Interactions

* Timing is critical in real-time voice-based interactions
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Remove the assumption of segmented turns

Handle full-duplex dialogues (i.e. both sides can be active
at any given time and overlap)

* Timing-related

| Experiments and Results

How to align a real-time, full-duplex spoken dialogue
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Hello, good day

Using only the content data may weaken the

model’s handling of silence inputs * Balanced dynamics are crucial for natural real-time SDMs



